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30POBI TPAHC®OPMEPH B EHI[OCKOHIi
BiHHMIIEKHIT HAI[IOHATHHAN TEXHIYHUN YHIBEPCUTET

Anomauyin: B nauiii poOOTi pOBENEH OMIAA apXiTeKTypu 30poBoro Tpanchopmepa (3T), 110 € HOBITHBOIO
aIBTEPHATUBOIO TPaJULIHHUM 3TOpPTKOBMM HeWpoHHUM Mepexkam (3HM) y ramysi KoMI'toTepHOTO 30py.
[TpoananizoBaHo ¢yHmameHtanbHi BiaMiHHOCTI MK 3T Tta 3HM, 30Kpema BiacyTHicTh y TpaHc(hOpMepiB
BOYIOBaHMX IHAYKTUBHUX VICPEIKCHb, TaKWX SK JIOKAIBHICTh Ta TPAHCIAIIMHA CKBIBAJICHTHICTH, IO
KOMIICHCY€ETHCSI MACIITAOHNM TIOTIepeTHIM HaBUYAHHSIM Ha BENWKHUX Habopax maHuX. JlocimimkeHo e(eKTHBHICTh
3actocyBaHHA 3T g aHamizy MeIWYHHX 300pakeHb, J€ BOHH JEMOHCTPYIOTh IEpeBaru y 3ajadax 3
00ME)XEHOI0 KUTBKICTIO TaHUX Ta CKIAIHUMH, HEOUeBHIHUMH maTepHamMu. OKpeMO BUCBITICHO TEHAEHINIO O
CIIPOILEHHS apXiTeKTyp Ta mepexoxy mo Moxeinei tumy '"encoder-only" (EoMT), sxi, BiAMOBISIOUHCH Bif
CKIIQJIHUX CIIeIiaTi30BaHNX KOMIIOHEHTIB (amamTepiB, NEKOJAEPiB), MOCATAIOTh BHCOKOI TOYHOCTI Ta 3HAYHO
BUILIOT HIBUAKOCTI OOPOOKH, 10 € KPUTHYHO BAXKIIMBHUM JUIsl KITIHIYHOTO 3aCTOCYBAHHS B €HJIOCKOIII.

Knrouosi cnosa: LI, mawunne HasuanHs, HEUPOHHI Mepedci, 30p08i MpaHcoopmepu, 320pmKo6i HelpoHHI
Mmepedci, endockonisi, ResNet, kancyibHa eHOOCKONIsl, 3aIUUKO8A HEUPOHHA Mepercd

Beryn

3ropTKOBI HEHPOHHI MEpeXi MPOTITOM TPHUBAIOTO Yacy Oylld ITOMiHYIOUOIO apXiTEKTYpOIO B
KOMIT'IOTEPHOMY 30pi, OCOONHMBO B aHami3i MeguuHux 300paxeds [1]. Taki mozmenmi, sk ResNet Ta
EfficientNet, noBean cBOIO BHCOKY €(EeKTHBHICTH y 3amadax kiacuikamii Ta cermeHTamii 3aBIsKu
BOYIOBaHUM  IHIYKTUBHUM  YyNEPEIKCHHAM - JIOKAIBHOCTI OOpOOKM Ta  TpaHCIAIIAHINA
€KBiBAJICHTHOCTI, SIKi IPUPOIHO BiAMOBINAIOTH CTPYKTYpi 300paxens [2]. [Ipore ycmixu apxiTekTypu
TpaHcdopmepa B 00poOiti mpupogHoi MoBu (NLP) crumysroBanu 1i aganrariito AJisi 3aCTOCYBaHHS Y
00poO1i 1 aHai31 300paXkeHb. Pe3ynbTaroM 11bOr0 CTaB 30pOBHM TpaHCHOpMEpP - MOJEb, 10 KHIAE
BUKJIMK TapagurMmi 3ropTKOBUM HeHpoHHUM MepexaM. 3T o0pobisie 300pakeHHs, po30uBaroyu Horo
Ha TIOCINIIOBHICT, HEBEIMKHX IUISHOK (TATYiB) 1 aHATI3YIOUM IX SK IOCTIAOBHICTh TOKEHIB 3a
JIOTIOMOTOF0 MeXaHi3My camoyBaru. Lleit minxim 10o3BoJisie MOJICIIOBATH TIOOATBHI 3aJICKHOCTI MK
Oynb-SIKHMH YacTHHAMH 300pa)KCHHS BXE Ha PaHHIX IIapaXx Mepexi, [0 € MPHHIUIOBOIO
BIIMIHHICTIO BiJI JIOKaJbHHX Omepariid 3roptku B 3HM.

PesyabTaTn nociigskeHHs

Kputnuno BaxxiuBUM JUisi €(pEKTUBHOTO 3aCTOCYBaHHS MOJieNieii TIMOOKOTO HaBYaHHS B
MEIWYHIN JiarHOCTHII € TNIMOOKe PO3YMIHHA IXHIX (yHIaMEHTAIBHUX apXiTeKTYPHUX BiAMIHHOCTEH.
Bubip mix 3HM Ta 3T MOXe CyTTEBO BIUTHHYTH Ha TOYHICTh, HAMIMHICTH Ta OOYHCITIOBAILHY
e(EeKTUBHICTh IarHOCTUYHUX CHUCTEM, IO B CBOIO Yepry OOyMOBJEHE MiApOOOM Mepexi Mmij
MTOCTAaBIIEH] 3a/1a4i Iepe]] po3pOOHUKAMHU.

3HM ¢yHKIIOHYIOTh Ha OCHOBI 3TOPTKOBHUX IHAPIB, SIKi 32CTOCOBYIOTH (DIIBTPH JI0 JTOKATBHUX
IiHOK 300paxkeHHs. Y camy apxitektypy 3HM BOymoBaHi Tak 3BaHi iHAYKTHBHI yNEpeIKeHHS
(inductive biases), Taki AK JOKaJIbHICTH (MPUMYIIEHHA, 110 CYCITHI MiKCeNi MOB'sI3aHi MiXK co0010) Ta
1HBapiaHTHICTh 10 3CYBY (3HaTHICTh pO3Mi3HaBaTH OO0'€KT HE3aJIe)XKHO BiJ Horo monoxeHHs). Lle
no3sonsie 3HM iepapxiuHo BHIUIATH O3HAKH — BiJl IPOCTUX (Kpai, TEKCTypH) Ha MOYATKOBHUX Iapax
no ckmagaux (popmu, ol'extr) Ha mOmux [1]. Ha mporuBary mpomy, 3T 3amo3udyioTs miaxif 3
00poOKK TpUpoaHOi MOBU. BOHM po30MBaroTh 300pa)KeHHS Ha CITKY HEBENUKHX AUISHOK-TATYIB i
00pOOISIOTH X SK MOCIHIJOBHICT, aHAJOTIUHY 10 CIiB y pedeHHi[1]. 3aBasku MexaHi3My caMOyBard,
IO JIGKHTh B OCHOBI CTaHIApTHOro KoayBalbHHMKa Tpanchopmepal[3], 3T 3marHi MonemoBaTH
100aj1bHI B3a€EMO3B'SI3KM MK yCiMa mardaMi OJHOYACHO, IIOUYMHAIOUH 3 HAMMEPIIOro mapy Mepexi.



e mo3Bomsie iM "OaumTH" 300pakKeHHS IIUTICHO, a HE MO YacTWHAX, MO € (yHIaMEeHTAIEHOIO
BIIMIHHICTIO Bix JiokanmsHOTO Triaxomy CNN[1]. Apxitekrypa 30poBoro Tpancdomepa mpeacTaBicHa
Ha PUCYHKY 1.
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Pucynok 1. ApxiTekTypa 30poBoro Tpanchopmepa

[NopiBHANBHMIT aHATI3 TMOKa3ye, 10 BUOIP ONTHUMAIBHOI apXITEKTypH 3HAYHOK MipOIO
3aNIeXXHTh BiJ] crienin(iku 3aBJaHHs, pO3Mipy Ha0Opy MaHWX Ta XapaKTEPUCTUK 300pakeHsb [4].

JliarHocTHKa TTHEBMOHIi (peHTreHiBChKi 3HIMKH): Apxitektypu 3HM, 3okpema ResNet-50,
MPOIGMOHCTPYBaIN HaWBHIy To4HICTE (98.37%). Lle miaTBepmKye ixHIO CTaOUIBbHY €EeKTHBHICTH
UL  BEJIMKOMAcCIITaOHOTO aHajidy pEHTreHorpaMm, Je BOYIOBaHI IHIYKTHUBHI YIIEPEIKEHHS
JIOTIOMAraroTh ¢()EKTUBHO BUSIBIISATH IATOJNOTUHI 3MiHU [4].

Knacudikamis myxmua mo3ky (MPT): Xowa Vision Transformers 3a3Buvaii morpeOyroTh
BEJIMKOMACIITA0OHOTO TIONEPENHBOTO HAaBYaHHS JUIS JIOCSTHEHHS BHCOKOI TPOMYKTHBHOCTI Ha
HeBenuKuX Habopax manux [1], mogens ViT DeiT-Small npogeMoHcTpyBaia BUHATKOBI pe3yJabTaTH
(92.16%) Ha HaliMeHIIOMY AaraceTi B I[boMy aHaumi3i. Lle cBimumuTh mpo Te, mo rrodaapHIi MeXaHi3M
yBaru ViT [1] ocoOnuBo epeKTHBHUI Ui BUSBICHHS Jiedb MOMITHHX, IPOCTOPOBO PO3MOAITICHUX
MATOJIOTIYHUX O3HAaK, XapakTtepHux st MPT-300paxenp myximH MO3Ky. B iboMy crieHapii mepesara
[7100aJIbHOTO KOHTEKCTY BUSBIISIETHCS BOXK/IMBIIION 3a CJIA0III IHAYKTUBHI yIIepepKeHHs [4].

AHani3 Ha HasBHICTh MeNaHOMU (Jepmarockoris): Halikpammii pesynbrar (81.84%) nokaszamnu
edextuBHi CNN, Taki sk EfficientNet-BO. lle moxxe BkasyBaru Ha mepeary CNN y 3amavax, m1o
BUMAraroTh aHamizy JApiOHO3EPHHUCTHX TEKCTYp Ta JIOKAJIbHUX MaTepHiB, XapaKTepPHUX IS
JIepMaTOCKOIIIYHUX 300pakeHb [4].

BucHoBku

Jana poboTa migKpecIoe 1o, 30poBi TpaHC(HOPMEPH € MOTYKHOIO TEXHOJIOTIEI0 IS aHAITI3Y
SHIOCKOIIYHUX 300paKCHb. Horo 3/IaTHICTh MOJEIIOBATH TIIO0ATBbHI 3aJIEKHOCTI Ta €(hDeKTUBHICTH HA
MaJuX Ha0opax JaHuX Miclisi MacTaOHOro MONEPEIHHOIO HABYAHHS BiJKPHUBAIOTh HOBI MOXKIIUBOCTI
JUTSI BUSBIICHHS CKJIAMHUX TIATOJIOTIM, IO TaKOX BIUIMBAE 1 HA MOKPAIICHHS 1 TOCTIIHKEHHS IIHOTO
MiXOAY Y BUKOpPHUCTaHHI B eHpockorii. TenaeHiis 1o cnpoinenux "encoder-only" apxitektyp o0irse
CTBOPEHHS BUCOKOTOYHHUX Ta MIBHJIKHUX JIIATHOCTUYHUX IHCTPYMEHTIB.
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VISUAL TRANSFORMERS IN ENDOSCOPY

Vinnytsia National Technical University

Abstract: This paper reviews the architecture of visual transformers (VT), which are a novel alternative to
traditional convolutional neural networks (CNN) in the field of computer vision. The fundamental differences
between VT and CNN are analyzed, in particular, the absence of built-in inductive biases in transformers, such
as locality and translation invariance, which are compensated for by large-scale pre-training on large datasets.
The effectiveness of using transformers for medical image analysis is investigated, where they demonstrate
advantages in tasks with limited data and complex, non-obvious patterns. The trend towards simplifying
architectures and transitioning to encoder-only models (EoMT) is highlighted separately. By abandoning
complex specialized components (adapters, decoders), these models achieve high accuracy and significantly
higher processing speeds, which is critical for clinical applications in endoscopy.

Keywords: Al, machine learning, neural networks, visual transformers, convolutional neural networks,
endoscopy, ResNet, capsule endoscopy, residual neural network

Yurii Yevhenovych Poudanien — Post-Graduate student of the Biomedical Engineering, e-mail:
mcpchip@gmail.com.
Kozhemiako Andrii Viktorovych — Candidate of Engineering Sciences, docent of Biomedical

Engineering and Optical-Electronic Systems, Vinnytsia National Technical University, Vinnytsia.


https://doi.org/10.48550/ARXIV.2010.11929
mailto:mcpchip@gmail.com

