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Abstract

This paper presents a reinforcement learning (RL) approach for autonomous drone navigation in
complex indoor environments. Traditional navigation systems struggle with dynamic layouts and GPS-
denied conditions. By leveraging RL algorithms such as Deep Q-Networks (DON), a drone can learn
optimal policies for obstacle avoidance, path planning, and goal-reaching behavior through trial and error.
Simulations conducted in a virtual 3D environment demonstrate the system’s ability to generalize
navigation strategies across varied layouts, achieving efficient and collision-free flight without prior maps
or human intervention.
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INTRODUCTION

Autonomous navigation in indoor environments presents a significant challenge for unmanned
aerial vehicles (UAVs), especially in the absence of GPS signals. Conventional methods rely
heavily on simultaneous localization and mapping (SLAM) or pre-defined maps, which are often
computationally expensive and not robust to environmental changes.

Reinforcement learning offers a promising alternative by allowing the drone to learn navigation
strategies through interaction with the environment. Instead of relying on hand-crafted rules or
static maps, an RL-based agent improves its behavior via trial-and-error, guided by a reward
function. This approach makes it suitable for complex, cluttered, or dynamically changing indoor
spaces.

PROBLEM STATEMENT

Indoor drone navigation is hindered by the lack of GPS, frequent obstacle presence, and the
need for fast decision-making in confined spaces. Traditional solutions often require manual
tuning, extensive sensor fusion, or high computational power for real-time mapping.

This study addresses the problem by using reinforcement learning to allow the drone to
autonomously learn optimal navigation strategies. The challenge lies in designing a reward
function that encourages safety, efficiency, and target acquisition, as well as implementing a neural
network architecture capable of learning from sparse feedback in complex environments.
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Figure 1 — Learning Curve of RL Agent for Indoor Drone Navigation
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METHODS

In this study, we implemented a Deep Q-Network (DQN) to train an autonomous drone for
navigating cluttered indoor environments. The simulation environment was built using a 3D
physics engine with randomized obstacle placements and target locations.

The drone receives visual input in the form of depth maps or occupancy grids, which are
processed into a state vector. The DQN takes this state as input and outputs action values
corresponding to discrete motion commands (e.g., forward, turn left, ascend).

The reward function was designed to encourage safe and efficient navigation:

—+1 for reaching the goal;
— -1 for collisions;
- small penalties for excessive turning or time delays.

Training was conducted over 200 episodes, with the agent improving its behavior through
trial and error. As shown in Fig. 1, the average reward increased steadily, indicating successful
learning convergence.

RESULTS

The trained RL agent demonstrated strong performance in various randomized indoor
environments. It consistently reached the target in most test cases, showing a success rate of 92%
without collisions. The paths generated by the agent were significantly shorter and smoother
compared to those produced by a random or rule-based controller, indicating effective policy
learning.

As training progressed, especially after episode 100, the number of collisions dropped
noticeably, reflecting improved obstacle awareness and decision-making. The average path
efficiency increased, and the learning curve in Fig. 1 shows that the agent's reward values stabilized
around episode 150, confirming convergence of the learning process.

These outcomes confirm that the proposed reinforcement learning approach enables a drone to
autonomously develop robust and efficient navigation behavior without prior environmental
knowledge or manual control strategies.

CONCLUSION

This work demonstrated the effectiveness of reinforcement learning for autonomous drone
navigation in indoor settings, where traditional GPS-based systems fail. By employing a Deep Q-
Network architecture and a carefully designed reward function, the drone successfully learned to
navigate cluttered and dynamic spaces without prior mapping or human supervision.

The experimental results showed that the RL agent achieved high success rates, reduced
collision frequency, and learned efficient paths through continuous interaction with the
environment. The learning curve confirmed stable convergence after a moderate number of
episodes, indicating the system’s adaptability and robustness.

This approach highlights the potential of reinforcement learning as a scalable and flexible
solution for intelligent aerial navigation in real-world indoor scenarios. Future work may include
transferring the learned policy to physical drones and extending it to multi-agent coordination or
dynamic target tracking.
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NOCUJEHE HABYAHHS JIJIs1 ABTOHOMHOI HABITAIIIT JIPOHA B TIPUMIIIIEHHI

AHoTanis

Y pobomi npedcmasneno nioxio 0o asmoromHol Hasieayii OPoHa y CKIAOHUX NPUMIUEHHSIX HA OCHOBL
aneopummie nocunenoeo Hagyawua (RL). Tpaduyitini cucmemu Hagieayii 3a3Haroms mMpyOHOWi6 y
OuHamiyHux cepedosuwax, ocoonugo 3a eiocymrnocmi GPS. 3asoaku sukopucmanuio aneopummie muny
Deep Q-Network (DON), Opon 30amen Haguumucsi ONMUMARbHIU NOAIMUYI 00X00y nepeuKkoo, NIaHy8aHH s
mMpaexmopii ma O0ocsaeHenHs yini wiasixom npod i nomunox. Cumynayii' y eipmyairorHomy 3D-cepedosuiyi
niomeepoA’CYIomsb  30aAMHICIMbL  CUCHEMU  V3A2dlbHIOgamu cmpameeii Hagieayii y 3MIHHUX YMO8aAX,
3abe3neuyiouu epexmusHuil | bezneunuti noim 6e3 nonepeoHix kapm abo mpy4aHHsi T0OUHU.

KarouoBi ciioBa: nmocuieHe HaBYaHHS, aBTOHOMHHY JPOH, HaBiramis B mpuMimieHHi, Deep Q-mepexa,
YHUKHEHHSI IEPEIKOA, CUMYJISILIS, IHTeJIeKTyaJIbHE KePYBaHHS
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