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Abstract

The main machine learning algorithms that can be used in the process of modeling equipment and parts are
presented. The scientific novelty lies in determining ways to increase the efficiency of product modeling using
machine learning methods. Neural networks are considered one of the most popular algorithms in the field of big
data processing. Two basic directions of using neural networks in image recognition are described: classification
and regression. The method of step-by-step modeling of 3-D objects used in Image recognition (classification) is
presented. Examples of neural networks that generate images based on the Latin and Cyrillic alphabets are given.
It is proven that the presented approach allows companies to optimize the process of generating parts. These
approaches are at the stage of initial implementation in practical activities since it is not always possible to
accurately create visualizations based on a text description.
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Machine learning approaches are promising areas of use in the creation of materials with new
properties and innovative parts and products. Thanks to the use of simulation approaches, it is possible
to significantly reduce the cost of time and money resources, which contributes to the optimization of
research and development activities and the production process. Three main types of machine learning
algorithms are used to create graphic objects:

1. Supervised learning.

2. Unsupervised learning.

3. Reinforcement learning.

In the process of implementing machine learning methods, various algorithms are implemented, but
neural networks have gained the greatest popularity at this stage of science development. There are two
main directions of using neural networks in image recognition: classification and regression. They are:

I. Classification (Image recognition (classification). Image classification with localization. Object
detection. Object (semantic) segmentation. Instance segmentation).

I1. Regression (Influence of factors. Forecasting. Associative rules).

The process of using graphic objects as a valuable source of information for building effective neural
networks involves performing a set of stages, the first of which is the conversion of photo content into
digital form. The existing image can be converted into a 2D function F (X, y), where x and y are
coordinates in space. A digital image represents the amplitude of F with finite values of x and y. The
image can also be converted into a 3D function with spatial coordinates X, y, and z, the presented graphic
object is called RGB (Red, Green, Blue) [1]. It should be noted that the use of the RGB color space has
disadvantages since it is not possible to separate color information from other data. The use of the RGB
approach for image conversion negatively affects the speed of neural network implementation, since it
is necessary to use information about 3 channels in the modeling process. An alternative approach
involves the use of the HSV (Hue, Saturation, Value) color space.

The main image processing algorithms are Morphological Image Processing, Gaussian Image
Processing, Fourier Transform in image processing, Edge Detection in Image Processing, Wavelet
Image Processing, and Image processing using Neural Networks.

Neural networks are multilayer networks that are created from the basic units of data processing in
the system (neurons or nodes).The operation of a neural network in the image-processing process is
based on the following principles:

1. The image is divided into pixels, and a separate pixel acts as a neuron of the first layer.



2. Each channel is given a weight in the form of a probabilistic numerical value.

3. Weighted sums are calculated as the multiplication of the weights by the corresponding input data,
and the result is used as an input to the hidden layers of the neural network.

4. The selected activation function is applied to the output data, making a decision on whether to
activate the neuron or refuse further actions.

5. Data propagation to subsequent layers of the network occurs only due to acti-vated neurons.

6. The layer's output neuron is the highest probability value.

7. The error is calculated as the difference between the predicted and actual out-put. Thanks to
backpropagation, the results are transmitted back through the net-work.

8. A certain number of iterations of forward and backpropagation of data are per-formed with gradual
adjustment of the weights. When the optimal value is reached, the neural network stops the learning
process.

In recent years, multimodality approaches have gained significant popularity in the field of machine
learning, which involves building models using images, text, voice, and audio content simultaneously.
The OpenAl Atrtificial Intelligence Research Laboratory introduced the public to the DALL-E neural
network, which allows the creation of images with a size of 256x256 pixels based on a text description
[2]. The limitations of this approach are explained by the fact that the neural network is trained based
on an English-language description. Chinese scientists have developed their CogView neural network
[3], which in certain parameters has surpassed the results of the OpenAl organization. Developing the
presented concept, specialists have built their neural models that allow the generating images based on
a Cyrillic text description.
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MO/JIEJTIOBAHHS OBJAJTHAHHS TA JIETAJEM 3
BUKOPUCTAHHSAM MAIIUHHOTO HABYAHHS

AHoTanis

Ilpeocmasneno oCHOBHI ancopummu MAWUHHO2O0 HABYAHHA, AKI MONCYMb OYyMU GUKOPUCMAHI 8 npoyeci
MooOentoganns obraonanns ma Oemaneu. Hayxosa Hoeusna nonseac y GU3HAYEHHI WIAXIE NIOGUWECHHS
eghexmugHoCcmi MOOenI08aHHs BUPOOIE 3a 00NOMO20I0 Memoodié MawunHoeo Haeuanns. Heiiponuni mepesrci
68AACAIOMBCS OOHUMU 3 HAUNONYTAPHIMUX Aeopummie y cgpepi 06podxu éeauxux oanux. Onucano 08a 0CHOGHI
HANPAMKU BUKOPUCAHHA HEUPOHHUX Mepedc V PpO3NIZHABAHHI 300padiceHb. Kiacugikayis ma pecpecis.
Ilpeocmasneno memod nokpokogozo mooemoeantus 3D-00'exmis, wo GuKOPUCMOBYIOMbCS 6 DO3NI3HABAHHI
306padicens (knacugixayii). Haeeoeno npukiadu HeUpOHHUX Mepedic, WO 2eHepYIOmb 300PAdCEeHHsl HA OCHOGL
JIAMUHCLKO20 Ma KUpuiuyHoz2o angaeimis. Joeedeno, wo npeocmasienuii nioxio 0038015€ KOMNAHIAM
onmumizysamu npoyec eenepayii demaneu. L{i nioxoou 3uaxodsmscsi Ha cmaoii NOYAMKOB020 6NPOBAONCEHHS 6
NPAKMUYHY OIILHICMb, OCKIIbKU He 3a8ICOU MOJICIUBO MOYHO CIEOPI08AMU GI3yanizayii Ha OCHOBI MEKCMO8020
onucy.
Karouosi cioBa:

Mawunne naguanus, MOOeNOBAHHS, HEUPOHHA Mepedcd, ONMUMI3AYis, PO3NIZHABAHHA 300PANCEHD.

Ilonomapenxo Izop Bimanitioguu, Kanouoam eKOHOMIUHUX HAYK, 00UEHM, 00UEeHM KApeopu MapKemunzy,
Jeparcasnuii mopzosenvno-exonomiunuit ynieepcumem, Kuis, i.ponomarenko@knute.edu.ua

Ilaenenko Bonooumup Mukonaiiosuu, Kanoudam mexniuHux HAyK, 0oyenm, ooyenm xKagheopu inscenepii
enepzocucmem, Hayionanvnuii ynieepcumem oiopecypcie i npupoookopucmyeanna Ykpainu, Kuis,
v.pavlenko@nubip.edu.ua



