UDC 669.331.7:746

A.U.Kalizhanova'?
A.Kh.Kozbakova'?
U.N.Imanbekova'*
A.N.Imanbekova'*

M.M.Kunelbayev!*

COMPARISON OF DIFFERENT CLASSIFICATION
ALGORITHMS AND SELECTION OF THE OPTIMAL ONE IN
THE TECHNOLOGICAL PROCESS

'Institute of Information and Computational Technologies CS MSHE RK, Almaty, Kazakhstan
?Almaty University of Power Engineering and Telecommunications named after G.Daukeyev, Almaty,
Kazakhstan

3 Almaty Technological University, Almaty
*Kazakh National University named after Al Farabi

Annotation.
This article examines the main classification methods using the application. The classification of the test data
was carried out using different algorithms. We compared the results of the classification algorithms and selected

the most appropriate one. Clustering was performed using a decision tree, and the algorithm is tested using
examples from each block.
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We chose the Classification Tree classifier, and used Test & Score and Confusion Matrix to analyze
the classification quality, since it supports various sampling methods, that is, splitting the input data into
training and test samples, and Cross validation splits the data into a user-defined number of blocks [1].
Here (figure -1), the algorithm is tested using examples from each block, while the blocks used for

training and prediction are constantly changing (first, the first block is predicted, then the second, and
so on, and the remaining blocks are used for training) [2].
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Figure 1 — parameters for testing classification data



In this article, we used the Leave-One-Out (LOO) method. since this method is a cross-validation
method that is used to evaluate the performance of machine learning models, because it is a special case
of cross-validation, where the number of subsets of data is equal to the number of observations in the
training sample. This means that at each iteration, the entire dataset is used for training, with the
exception of one instance, which is used for testing the model [3].

Then a random sample was selected. Random Sampling is a method of selecting a subset of data or
elements from a wider group (population), in which each element of this group has the same probability
of being selected. Here, the main purpose of random sampling is to ensure that the sample is
representative so that the results of the analysis can be generalized to the entire population.

Next, we need to use classification functions to build a matrix model. Next, we set the parameters
for random hierarchical trees. This is how we set the parameters for the logistic regression in order for
our matrix to be correct. And here the final data from three different types of classification comes out.
To build our matrix, we also set parameters so that the matrix displays all the information that we
received from the data and a matrix model is built based on this data.

Here is a matrix built on mathematical data that displays the correct data from three types of
classifications that have gone through training and test data.
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MOPIBHSAAHHA PI3HUX AJITOPUTMIB KJIACU®PIKAIIIL I BABIP ONTUMAJBHOI'O B
TEXHOJIOT'TYHOMY ITPOLECI

AHoTalisa

Y Oawii cmammi eueuena ocnogui memoou kaacugixayii 3 euxopucmauuam npozpamu. 30IiCHeHO
Kaacugpikayito mecmosux Oauux, 6UKOpUCmogyrouu pisHi arcopummu. Ilopiensnu pesyromamu pobomu
aneopummis kiacuixayii i eubupanu xaubizew nioxooswull. Knacmepusayiro uxonanu 3a 00nomozon oepesa
Ppiliens, a aneopumm mecmyemscs Ha NPUKIAOAax 3 KOJCHO20 ONOKY.

Kuro4oBi ciioBa: moodens kiacugixayii, areopumm, OnMUMaibHiCmb, MeXHOI02IYHUL NPOYec, K1ACmepu3ayis,
Memoo Kpoc-8amioayil.
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