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Abstract: The paper considers the problem of detecting explosive objects from an unmanned aerial vehicle
equipped with a hyperspectral (multispectral) camera. A new method for solving the problem of classifying
hyperspectral images using semi-supervised learning is proposed.
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As of 2023, over 250,000 km2 of Ukrainian territory is contaminated and affected by explosive
objects.These figures classify Ukraine as the most heavily mined country in Europe. One of the
modern approaches to the use of unmanned aviation for demining tasks is based on the deployment of
mine detectors mounted on UAVs as useful payloads (multispectral equipment) [1]. On the one hand,
this involves the development of highly efficient UAV navigation systems [2], and on the other hand,
the use of intelligent methods for processing hyperspectral (multispectral) images [3].

Hyperspectral image classification (HSIc) usually refers to the use of the spectral-spatial
information of hyperspectral images to accurately map the spatial distribution and material content,
and identify different types of features in the corresponding scene.

In the task of HSIc, deep learning methods also have became popular due to their impressive
performance [4 — 6]. The features extracted by deep learning are better representation than hand-
crafted features.

Despite their great success, the deep learning methods heavily rely on enormous amounts of
annotated data to achieve good results in supervised learning problems. However, labeling the data
manually takes much time, which is a heavy burden for most researchers [7 — 13].

In this paper, we use a novel semi-supervised HSIc framework [8] relying on convolutional neural
network (CNN) for feature extraction and representation learning. The details of the proposed model
could be composed of three steps: feature extraction, constrained clustering and spatial constraints.
The following is the specific implementation process: first, the initial feature sets is extracted directly
from the sample set, and each sample feature is an image patch centered on the sample. We implement
a number of tiny-scale initial clusters with high self-consistency by over-clustering the initial feature
sets. Next, a small number of initial labels are introduced as semantic constraints to assign pseudo
labels to initial clusters, which makes these clusters merged into corresponding dominant semantic
classes. The initial labels here are provided by the expert at the beginning and the pseudo labels are
labels predicted by each iteration of the algorithm. At the same time, the increase of highly confident
pseudo labels also enrich the spatial neighborhood information, which enforces the role of spatial
constraints. Finally, the pseudo labels are used for CNN training, and the trained network is used for
features extraction. The features extracted by CNN will be more friendly to the next round of
constraint clustering. This process loops until reaching the end condition.

REFERENCES



[1] Taras Hutsul, Vladyslav Tkach and Mykola Khobzei, Humanitarian demining: How can UAVs and Internet of
Things help? Security and Infocommunicatiom Systems and Internet of Things, vol.1, No.2, 2023, pp.1-6.
https://doi.org/10.31861/sisi0t2023.2.02004

[2] Sineglazov, V.M., Ischenko, V.P. Integrated navigation complex of UAV on basis of flight controller. 2015 IEEE 3rd
International Conference Actual Problems of Unmanned Aerial Vehicles Developments, APUAVD 2015 -
Proceedings, pp. 20-25, 7346547, 2015. https://doi.org/10.1109/APUAVD.2015.7346547

[3] Sineglazov, V., Kot, A. Design of Hybrid Neural Networks of the Ensemble Structure. Eastern-European Journal of
Enterprise Technologies, 1, pp. 31-45, 2021. https://doi.org/10.15587/1729-4061.2021.225301

[4] Ma, X.; Wang, H.; Wang, J. Semisupervised Classification for Hyperspectral Image Based on Multi-Decision
Labeling and Deep Feature Learning. J. Photogram. Remote Sens. 2016, 120, pp. 99-107.
https://doi.org/10.1016/j.isprsjprs.2016.09.001

[5] Duan, P., Kang, X., Li, S., Benediktsson, J.A. Multi-Scale Structure Extraction for Hyperspectral Image
Classification. In Proceedings of the IEEE International Geoscience and Remote Sensing Symposium (IGARSS),
Valencia, Spain, 22-27 July 2018, pp. 5724-5727. https://doi.org/10.1109/IGARSS.2018.8519425

[6] Senthilnath, J.; Kulkarni, S.; Benediktsson, J.A.; Yang, X.S. A Novel Approach for Multispectral Satellite Image
Classification Based on the Bat Algorithm. IEEE Geosci. Remote Sens. Lett. 2016, 13, pp. 599-603.
https://doi.org/10.1109/LGRS.2016.2530724

[7] Yue Wu,, Guifeng Mu, Can Qin, Qiguang Miao, Wenping Ma, Xiangrong Zhang. Semi-Supervised Hyperspectral
Image Classification via Spatial-Regulated Self-Training. Remote Sens. 2020, 12, 159, pp. 1-20.
https://doi.org/10.3390/rs12010159

[8] Hao, W., & Prasad, S. (2017). Semi-supervised deep learning using pseudo labels for hyperspectral image
classification. IEEE Transactions on Image Processing, (99), 1.

[9] He, X. (2021). Weakly supervised classification of hyperspectral image based on complementary learning. Remote
Sensing, 13(24), 5009. https://doi.org/10.3390/rs13245009

[10] Song, L., Feng, Z., Yang, S., et al. (2022). Self-supervised assisted semi-supervised residual network for
hyperspectral image classification. Remote Sensing, 14(13), 2997. https://doi.org/10.3390/rs14132997

[11] Zheng, X., Jia, J., Chen, J., et al. (2022). Hyperspectral image classification with imbalanced data based on semi-
supervised learning. Applied Sciences, 12(8), 3943. https://doi.org/10.3390/app12083943

[12] K. Tan, E. Li, D. Qian, An efficient semi-supervised classification approach for hyperspectral imagery, ISPRS J.
Photogramm. Remote Sens., 97, (2014), pp. 36-45. https://doi.org/10.1016/j.isprsjprs.2014.08.003

[13] S. Zhou, Z. Xue, P. Du, Semisupervised stacked autoencoder with cotraining for hyperspectral image classification,
IEEE Trans. Geosci. Remote Sensi., 57, (2019), pp. 3813-3826. https://doi.org/10.1109/TGRS.2018.2888485

Sineglazov Victor Mykhailovych. ORCID 0000-0002-3297-9060. Doctor of Engineering Science.
Professor. Head of the Department of Aviation Computer-Integrated Complexes.
Faculty of Air Navigation Electronics and Telecommunications, State University “Kyiv Aviation Institute”,
Kyiv, Ukraine.

E-mail: svem@nau.edu.ua

Lesohorskyi Kyrylo Serhiyovych. ORCID 0000-0002-3297-9060. PhD Student.
Department of Information Systems, Faculty of Informatics and Computer Science, National Technical
University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Kyiv, Ukraine.

E-mail: lesogor.kirill@gmail.com

Knacugixayis 300padicens cinepcnexmpanbio2o OUCMAHYIIHO20 30HOVEAHHSL 34 GUKOPUCTIAHHAM ANI2OPUMMY
HAaNi8HO20 KOHMPOMIOBAHO20 HABYAHMHS

Anomauia: Y poobomi pozenanymo 3a60anns euseieHHA eudyxoHede3neyHux npeomemis 3 6e3niiommuozo
aimanpsnozo anapamy, 3 Zinepcnekmpanvhoilo (MyabmMUCREKmpPaAiIbHOI0) Kameporw. 3anpononoeano Hoguil
Mmemoo po3e'azamna  3adaui Kaacugpikauyii - zinepcnekmpanvHux  300payicenv 3 GUKOPUCHMAHHAM
HaniGKepo8an0z0 HAGUAHHA.

Kniouosi cnoea: eudyxonedesneuni npeomemu, de3ninomuuil 1imaivHull annapam, 2inepcneKmpaibha
Kamepa, HanieKkeposane HABYAHHA, KNacuikauii zinepcnekmpanbHux 300paicets.
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