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Анотація 

Розглянуто сучасний стан наукових дослiджень у галузi використання великих мовних моделей (Large 

Language Models, LLM) у процесi розробки програмного забезпечення (Software Development Life Cycle, SDLC). 

Основну увагу придiлено аналiзу наукових публiкацiй, присвячених застосуванню LLM на окремих етапах 

життєвого циклу програмного забезпечення, зокрема пiд час аналiзу вимог, програмування, тестування та 

супроводу. Виявлено основнi переваги, обмеження та проблемнi аспекти iнтеграцiї мовних моделей у SDLC. 

Обґрунтовано доцiльнiсть подальших дослiджень, спрямованих на розробку методологiчних пiдходiв до 

використання LLM у процесах програмної iнженерiї. 

Ключові слова: великi мовнi моделi, штучний iнтелект, життєвий цикл розробки програмного 

забезпечення, програмна iнженерiя, автоматизацiя.  

 

Abstract 

The current state of scientific research in the field of using large language models (LLM) in the software 

development life cycle (SDLC) is considered. The main focus is on the analysis of scientific publications devoted to the 

application of LLM at certain stages of the software life cycle, in particular during requirements analysis, programming, 

testing, and maintenance. The main advantages, limitations and problematic aspects of integrating language models 

into SDLC are identified. The feasibility of further research aimed at developing methodological approaches to the use 

of LLM in software engineering processes is substantiated. 

Keywords: large language models, artificial intelligence, software development life cycle, software engineering, 

automation. 

 

Вступ 

Процес розробки програмного забезпечення є формалiзованою послiдовнiстю етапiв, об’єднаних 

у життєвий цикл розробки програмного забезпечення, що визначає порядок виконання робiт вiд 

формування вимог до супроводу програмного продукту. Ефективнiсть реалiзацiї кожного з етапiв 

безпосередньо впливає на якiсть, надiйнiсть та пiдтримуванiсть програмних систем. 

Застосування методiв штучного iнтелекту в програмнiй iнженерiї розглядається як один iз 

напрямiв пiдвищення рiвня автоматизацiї процесiв розробки програмного забезпечення. Великi мовнi 

моделi є iнструментом обробки та генерацiї текстової iнформацiї, що потенцiйно може бути 

використано пiд час роботи з програмним кодом, технiчною документацiєю та формалiзованими 

описами вимог [1]. 

У зв’язку з цим виникає необхiднiсть системного аналiзу можливостей використання великих 

мовних моделей у процесi життєвого циклу розробки програмного забезпечення. Такий аналiз є 

пiдґрунтям для формування подальших наукових дослiджень, спрямованих на розробку пiдходiв до 

iнтеграцiї мовних моделей у процеси програмної iнженерiї [2]. 

 

Постановка задачі дослідження 

Метою дослiдження є аналiз сучасних пiдходiв до використання LLM-моделей у процесi SDLC,  

визначення перспектив їх подальшого застосування, розробка концептуальної моделi iнтеграцiї та 

рекомендацiй щодо практичного впровадження. 

Завдання дослiдження: 



 провести аналiз iснуючих методiв та iнструментiв iнтеграцiї штучного iнтелекту у процеси 

розробки програмного забезпечення; 

 дослiдити можливостi використання LLM для автоматизацiї рiзних етапiв SDLC: 

планування, проектування, розробка, тестування, пiдтримка; 

 розробити концептуальну модель iнтеграцiї LLM моделей до SDLC, що забезпечує 

продуктивнiсть та якiсть програмного забезпечення; 

 провести оцiнку ефективностi використання LLM у розробцi програмного забезпечення 

порiвняно з традицiйними методами; 

 розробити рекомендацiї щодо практичного впровадження iнтеграцiї LLM до SDLC. 

 

Виклад основного матеріалу 

Основна увага дослідження присвячена аналiзу джерел інформації. Аналiз наукових джерел 

показує, що використання великих мовних моделей штучного iнтелекту розглядається в контекстi 

окремих етапiв життєвого циклу розробки програмного забезпечення. Основна увага в лiтературi 

придiляється можливостям застосування мовних моделей для роботи з текстовими артефактами 

процесу SDLC, зокрема вимогами, програмним кодом та тестовою документацiєю. 

У рядi робiт великi мовнi моделi описуються як iнструмент пiдтримки етапу програмування, де 

вони використовуються для генерацiї фрагментiв коду, пояснення логiки програм та автоматизацiї 

рутинних операцiй. Водночас наголошується, що результати роботи мовних моделей потребують 

додаткової перевiрки, оскiльки можливi логiчнi помилки та невiдповiднiсть вимогам програмного 

забезпечення [3-4]. 

Окрему групу дослiджень присвячено застосуванню великих мовних моделей на етапi аналiзу 

вимог. У таких роботах розглядаються можливостi обробки природномовних специфiкацiй, 

узагальнення вимог та їх формалiзацiї.  

У межах етапу тестування програмного забезпечення великi мовнi моделi розглядаються як засiб 

автоматизованої генерацiї тест-кейсiв та сценарiїв перевiрки. Аналiз лiтератури показує, що бiльшiсть 

таких пiдходiв перебуває на стадiї експериментального дослiдження та потребує подальшої валiдацiї 

в контекстi реальних програмних систем. 

Загалом огляд лiтератури свiдчить про фрагментарний характер застосування великих мовних 

моделей у процесi життєвого циклу розробки програмного забезпечення. Вiдсутнiсть системного 

пiдходу до їх використання в межах SDLC зумовлює необхiднiсть подальших дослiджень, 

спрямованих на аналiз можливостей та обмежень iнтеграцiї мовних моделей у процеси програмної 

iнженерiї. 

 

Висновки 

Проведений аналiз джерел інформації свiдчить про значний потенцiал великих мовних моделей у 

процесi розробки програмного забезпечення. Використання LLM дозволяє автоматизувати низку 

рутинних операцiй на рiзних етапах SDLC, зокрема генерування коду, аналiз вимог, автоматизацiю 

тестування та пiдтримку документацiї. Водночас вiдсутнiсть комплексних методологiй та 

стандартизованих пiдходiв до iнтеграцiї LLM у життєвий цикл програмного забезпечення створює 

ризики помилок, невiдповiдностi вимогам та потребу у додатковiй перевiрцi результатiв роботи 

моделей. 

Отриманi данi пiдкреслюють доцiльнiсть подальших дослiджень, спрямованих на розробку 

методологiчних пiдходiв та концептуальних моделей iнтеграцiї LLM у SDLC, що забезпечують 

пiдвищення продуктивностi розробки,  якостi  програмного продукту та ефективностi  командної 

роботи.  

Висновки роботи можуть слугувати теоретичною та практичною основою для формування 

рекомендацiй щодо впровадження штучного iнтелекту у рiзнi типи процесiв розробки програмного 

забезпечення, а також для оцiнки ефективностi використання LLM порiвняно з традицiйними 

методами програмної iнженерiї. 
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