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®IIINHT: METOJIHN TA 3ACOBH 3AXNCTY HA OCHOBI
MOJIEJIEH PETPECIHHOI'O AHAJII3Y

BiHHMIIbKHIT HAI[IOHATBHUN TEXHIYHUNA YHIBEPCUTET

AHOTaliA. YV pobomi Oocrioxiceno npocHO3Y8aHHA IHMEHCUBHOCMI QIUUHE08UX AMAK HA OCHO8I KOperayilHo-
pezpeciiino2o ananizy ma Hag4aHHs 3a 00NOMO2010 Helipomepedic. Busnaueno eniug coyianbHo-eKoHOMIYHUX Pparkmopie
HA OUHAMIKY 3a2po3 [ no6Y008AHO MAMEMAMUYHY MOOeNb, MOUHICMb AKOI NIOMEEPONHCEHO CMAMUCTHUYHUMU
mempuxamu. ORUCAHO 3ACMOCYB8AHHA HeupoMepedcesux apximexmyp oasa idenmugikayii ckniaouux gopm coyianbHoi
inoicenepii. OOIPYHMOBAHO OOYINbHICMb SUKOPUCTIAHHA 2IOPUOHUX NIOX00I8 OJisl NPUCKOPEHHA peakyii Ha iHyuoenmu
NOPIGHAHO 3 MPAOUYTUHUMU 3ACODAMU 3AXUCTY.

Kirouosi ciioBa: ¢immHr, perpecis, comiansHa iHXeHepis, KibepOe3neka, HeHPOHHI Mepexi.

Abstract. The paper examines phishing intensity prediction based on correlation-regression analysis and learning using
neural networks. The impact of socio-economic factors on threat dynamics is determined, and a mathematical model is
developed, with its accuracy verified by statistical metrics. The application of neural network architectures for identifying
complex forms of social engineering is described. The study justifies the use of hybrid approaches to accelerate incident
response compared to traditional security tools.
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Beryn

CtpiMKHH PO3BHTOK METOIB COLIaJbHOI iH)KEHepil Ta MosiBa HOBHX BEKTOpiB aTak, Takux sk BEC Ta
Quishing, po0isATh GIIMHT OJTHIEO 3 TOJIOBHUX 3arpo3 Juist cyuacHoi [T-indpactpykrypu. Tpaaumiiiai 3acoou
3aXHMCTy YacTO BUSBIIIOTHCS HECIIPOMOKHUMH TIPOTUAIATH CKJIAJHHM IE€PCOHATI30BaHUM arakam, IO
3YMOBJIIOE€ TIOTpeOy y BIPOBAKCHHI 1HTEJIEKTYalbHUX cHcTeM aHami3y [1]. 3acrocyBaHHsA KopemsiLiiiHO-
perpeciiHuX Mojesiell y NMO€AHAaHHI 3 HAaBYaHHSAM 3a JONOMOTOI0 HEWPOMEPEXX 03BOJISIE 3IIMCHIOBATH
MPEBEHTHBHUI MOHITOPHHT 3arpo3 Ta 3a0e3ledye BUCOKY TOYHICTh ieHTH(]IKaIlil KiITTMBOrO KOHTEHTY B
PEXUMI peabHOTOo Yacy.

Pe3yabTaTu AocaiTKeHHs

AHai3 cy4acHUX MeTO/iB QIIMHTY T03BOJIMB BUOKPEMHUTH OCHOBHI THIH atak y 2024-2025 pokax. Email
phishing mpencrassie MacoBi PO3CHIIKY 3 MiAPOOISHIMH TTOBIIOMIICHHSIMU Bijl iMeHI OaHKIB a00 KOMITaHii 3
METOI0 OTpUMaHHs OONiKOBMX JaHMX. Spear phishing Xapakrepusyerbcsi LiIILOBUMH aTakaMH 3
BUKOPUCTAHHSIM IE€PCOHANI30BaHOiI iHpopMarii npo xeprBy. Whaling crpsMoBaHO Ha KepiBHUKIB BHUIIOL
JAHKK JUIS OTPUMaHHS jAocTymy a0 KoHdinenuiiiHoi iHdopmanii. BEC (Business Email Compromise)
peatizyeThcsl Yepe3 CKOMIIPOMETOBAHI JIETITUMHI 00JIIKOBI 3aITUCH, IO JTO3BOJISE OOXOIUTH KIIACUYHI METOH
aBrenTudikanii SPF, DKIM ta DMARC. Quishing BukoprcroBye QR-koau Ui MPUXOBYBaHHS HIKIUTHBUX
URL y rpadiuanx 00'exTax, 1110 poOUTh IX HEBUAUMHUMH I TpaAULiHHUX QiabTpiB [2].

Cucrema mporunii ¢immHry 06a3yeTbcss Ha OaraTopiBHEBOMY IMiAXOJi: TEXHIYHUN piBEHb BKIIOYAE
MPOTOKONM aBTeHTUdIKAIil Ta (INBTpallil0 Ha TOIITOBUX NIII03aX, OpraHi3alliiHUN piBeHb Mepeadayac
OaratodakTopHy aBTEHTH(iKalil0 Ta OOMEKEHHS NpaB JOCTYIy, JIIOACHKUN (DakTop BHMAarae HaBYaHHSI
MEPCOHAITY PO3II3HABAHHIO O3HAK (IIIMHTY, aHATITHYHHHA PIBEHb 3a0€3MeUy€eThCSl CUCTEMaMH MTOBEIIHKOBOT
AQHAITITUKY JJIs1 BUSBJICHHS aHOMAJIH y CTHIIICTHINI MOBiIOMIIEHS [3, 4].

[puknan BEC-araku y Gepe3ni 2024 poky JIEMOHCTPYE THUIIOBUH CIIEHAPIH: 3TOBMUCHHKH OTPHUMAIH
JOCTYT JIo TolITH (hiHAHCOBOro aupekTopa uepes credential stuffing, mpoTsrom n'sTu JHIB BUBYAIK CTHIIb



KOMYHIKAIliil Ta MOTOYHI MPOEKTH KOMITaHi{, IMiCJIs 9OT0 HAMICIaIN OyXTalITepy JIUCT 3 TEPMIHOBUM ITPOXAHHIM
3MIHCHUTH Tepeka3 komTiB. Jluct mnpoimoB yci mepeBipku SPF/DKIM, a cruiicTuka Biamosigaia
3puvaiiHomy ctuito CFO. 30utku cknanu 127,000 gomapis, aTaky BHSIBICHO Yepe3 aHOMAJIiI0 B MOBEIiHII
KepiBHUKA [4].

st ananizy TeHAEHIIH pO3BUTKY (PIIIMHIOBUX aTaK BUKOPHCTAHO JIiHIHY MOJIENIb pErpeciiHOTro aHalizy.
HaHi mpo KinbKicTh (IIIMHIOBUX aTak OTPHUMAaHO 3 KBapTalbHHX 3BiTiB Anti-Phishing Working Group
(APWG) 3a mepiox 3 nepmioro kBapramny 2022 poky no apyruid kBaprtan 2023 poky [2]. Jna BusHaueHHS
(hakTOpiB, 10 BIUIMBAIOTH HAa IHTEHCHBHICTH aTakK, MPOAHAJII30BaHO TPH COIIaTbHO-EKOHOMIYHI ITOKa3HUKH 3
oimifHNX mKepen: oOcsar 3a00proBaHOCTI 3a KpEeAMTHHUMH KapTkamu, Temmu 3pocTanHst BBIT CIIA Tta
o0csru elneKTpOoHHOT KoMepilii. [lani npeacraBieHo y Tadmui 1.

Tabmuug 1 — Buxiani gaHi 1j1st KOpensniiHO-perpeciiHoro aHamizy

Keapran | KinbkicTs dimmurosux arak (APWG) | 3aboprosanicts 3a kpeau- | 3pocranss BBIIL, % | Obcsru  enekTpoHHOT
THUMH KapTKaMu, MIpA Y% komepuii, mipa $
Q12022 | 1025968 840 -1 287.9
Q22022 | 1097811 890 0.3 292.6
Q32022 | 1270883 930 2.7 300.9
Q42022 | 1350037 986 3.4 308.9
Q12023 | 1624144 986 2.8 300.7
Q22023 | 1286208 1030 24 306.7

Js OLiHKA CHITH 3B'S3KY MK KOKHUM (DaKTOpPOM Ta KUTBKICTIO (DIIIMHTOBUX aTak 3aCTOCOBAHO Koe(dimieHT
S (xi-D¥i=y)
Sx*Sy
3MIHHUX, Sy Ta Sy, — iX cranaapTHi BigxuiuenHs [6]. Kopensuis BUMIPIOE CTYNiHb 3aI€KHOCTI MDK JBOMA
3MiIHHUMH, & PETPecist T03BOJISIE MO0y IyBaTH MaTEeMaTUYHY MOJIEITb, SIKa OITUCYE 3aJIeKHICTh MK HE3AJICKHOIO

3MIHHOIO Ta 3aJIe)KHOI0 3MIiHHOKO [3]. Pe3ynbTaT KOpensaifHoOro aHami3y IpeCTaBIeHO y Ta0muI 2.

kopenstii [lipcona, sikuit po3paxoByeThes 32 GOPMYIION: 1 = , Ie X Ta y — cepeliHi 3HaYeHHS

Tabmums 2 — KoedinierTn kopessmii Mixk (GiIIMHATOBUMHI aTaKaMy Ta COLiaThHO-eKOHOMIYHUMH (PaKTOpaMHU

®dakxrop Koeoirmient xopemsmii r Jxepeno
3a00proBaHiCcTh 32 KPEAUTHUMH KapTKaMHU 0.801 NY Fed Consumer Credit Panel
Temnu 3pocranns BBIT CILIA 0.794 US Bureau of Economic Analysis
O06cAry eNeKTPOHHOT KOMEPIIii 0.609 US Census Bureau

HaiiBumumii moka3HUK KOpeJsimii OTpUMaHo MiK 00CSAroM 3a00proBaHOCTI 32 KPEIUTHUMH KapTKaMH Ta
KinbkicTio ¢immAroBux atak (r = 0.801), mo Bkasye Ha CHIIBHUH NIPSIMUIA JTiHIHHUH 3B's130K. Lle y3romkyeTbes
3 TIIOTE3010 PO Te, 110 3POCTAHHS BUKOPUCTAHHS KPSIUTHUX KAPTOK JUISl OHJIAWH-TUIATEXKiB CTBOPIOE OiJTbIIe
MOJKJIMBOCTEH /IS GIIIMHIOBHX aTak Ha IUIaThkHY iHpopMalio kopuctyBauiB. Temmnu 3poctanas BBIT takox
MPOJIEMOHCTPYBaAIIA CHIbHY Kopersiito (r = 0.794), mo BimoOpakae 3aranbHy €KOHOMIYHY aKTHBHICTH Ta
IHTEHCUBHICTh OHJIAWH-TpaH3akuid. OOcATH eJIeKTPOHHOT KOMePLIi HoKa3anu noMipHy Kopemsuito (r = 0.609),
1110 MOYKE TIOSICHIOBATHCS BILITMBOM CE30HHHX (DaKTOPIB Ha OHJIAHH-TOPTIBIIIO.

Ha ocHoBi HalicmibHiIIOoi Kopensuii no0ya0BaHO MOAEIb PErpeciiHOro aHalizy BUMIALY: Y = a + bx, e
X — o0csr 3a00proBaHOCTI 32 KPEAUTHAMHU KapTKaMH (He3aJie)kHa 3MIHHA), Y — KIJIBKICTh (IIIMHTOBHX aTak
(3anexxHa 3MiHHA). J{7s po3paxyHKy KOeQiIliEHTIB perpecii BUKOPUCTAHO METOJ HAWMEHIIUX KBaipaTiB.
CepenHi 3HaY€HHS CTAHOBJIATH: X = 943.67, y = 1275842.
Cyma 100yTKiB Bigxuienb: Y, (x; — %) (y; — ¥) = 54306409.
CyMa KBajpartiB Biaxuiens: ¥ (x; — X)? = 24851.34.

_ Xxi—®)(yi—y) _ 54306409 _
T X(xi—®? 2485134 2185.1.

Cranuii napamerp: a =y — b * X = 1275842 — 2185.1 * 943.67 = —785803.

PiBHsiHHS perpecii Mae urisia: y = 2185.1x — 785803, mio o3Havae 3pocTaHHsl KiTbKOCTI (QINIMHTOBHUX aTak

Ha 2185 BumazakiB mpu 301bLIEHH] 3a00pProBaHOCTI 3a KPEAMTHUMH KapTKaMu Ha OJWH MUIBSIPJ 0JapiB..

KoediuienT nerepminarii R? = 0.642 cBiquuTh PO Te, 110 MOJICJIb NOosCHIoE 64.2% BigxuiaeHp qaHux [3].
Jis omiHKHM TOYHOCTI Mojieni Bukopuctano metpuky RMSE (Root Mean Square Error):

Koedimient naxuy: b



1
RMSE = ;Z()_’i - ¥i)?,

Jie ¥; — MPOTHO30BaHe 3HAYCHHS; ¥; — paKkTHUHE 3HAYCHHSI.
[Iporao3oBaHi 3HaYEHHS 32 MOJEIUTIO Ta (DaKTUYHI TaHI HaBeIeHO y Tabmuii 3.

Tabmuus 3 — [opiBHAHHS MPOrHO30BaHUX Ta (PAKTHUHHUX JTAHUX

Ksapran DakTUUHE 3HAUECHHS [Iporno3oBane 3HaueHHs | BigxuneHss
Q12022 1025968 1049681 -23713

Q2 2022 1097811 1159037 -61226
Q32022 1270883 1246340 24543
Q42022 1350037 1368507 -18470
Q12023 1624144 1368507 255637
Q22023 1286208 1464850 -178642

PozpaxoBana moxubka craHoBute RMSE = 130715 arak, mo ckimamae 10.24% Bin cepemHpOr0 3HAYSHHS
KimpKocTi atak. OTpuMaHe 3HauYCHHS € MPUAHSATHAM AJIs IPOTHO3YBaHHSA TEHIEHIH y KiGepOesmeni Ta
MiATBEPIHKYE MPUAATHICTD MO I KOPOTKOCTPOKOBOTO IJIAHYBAaHHS PECypciB 3aXuCTy [3].

I'padiune mpencTaBieHHs perpeciiiHoi MoJieNi AEMOHCTPY€E 3aJeXHICTh MK 00CSTOM 3a00proBaHOCTI 3a
KPEAUTHUMH KapTKaMHU Ta KUTBKICTIO (DIIIMHTOBUX aTak MPOTIroM JOCHiKYBaHOTo nepiony (puc. 1).
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Pucynok 1 — PerpeciiiHa Monenb KiTbKOCTI (PIITMHTOBUX aTak Ta 00CcATOM 3a00pTOBaHOCTI 32 KPETUTHUMH KapTKaMH

OTtpumaHi pe3yabTaTH HMiATBEPIKYIOTh BILTHB 00CITY BUKOPHCTAHHS KPEJAUTHUX KAPTOK HA IHTCHCUBHICTD
(IIMHTOBHX aTaK, 10 MOSICHIOETHCA 3pOCTaHHAM KUIBKOCTI OHJIAH-TpaH3aKLii Ta MpuBaOIMBOCTI MIIATHKHOL
iH(popMaii A 3IIOBMUCHUKIB.

Jnst moponaHHA 3arpo3 akTyalbHI Tamy3eBi Migxomu o KidepOesmeku mependavaroTh 3acTOCYBaHHS
HaBYaHHSI 32 JIOTIOMOT'OI0 HEMPOMEPEXK, K1 IEMOHCTPYIOTH 3HAYHO BHIIY e()EeKTHBHICTh Y BUSBJICHHI (DIIMHTY
[4, 5]. 3ropTkoBi HetiponHi Mepexki (CNN) BUKOPHUCTOBYIOTH JIs aHANI3Y Bi3yadbHHUX CJIEMEHTIB Ta BUSBICHHS
nigpoOyieHnx JorotumiB, pexypeHtHi mepexxki (RNN/LSTM) anHami3yroTh TEKCTOBI 3aKOHOMIpHOCTI st
PO3Mi3HaBaHHsI COLiaNIbHOI iHXeHepii, a TpaHcopmepu Ha ocHoBl BERT ta GPT 3a0e3neuyioTh KOHTEKCTHUN
aHaJi3 3 BUSBJICHHSIM MaHIMyIATUBHUX ¢pa3 [5, 6]. [TopiBHUIbHUI aHaN3 MOKa3ye, O CUTHATYPHUH aHai3
nocsarae To9HOCTI 76%, miHiliHA perpecis — 87%, a MeTou rIMOOKOT0 HABYaHHS 3a0€3MeUyI0Th MMOKa3HUK
MpaBUILHOCTI 96%, TIpH 1IbOMY TOUHICTH (precision) 94% Ta moBHoTa (recall) 95% [6]. OnTumanbHUH Tiaxin



MOEHY€e OOMIBa METOAM B TIOpHMIHINA apXiTeKTypi, /Ie¢ MOZEIb MapHOi perpecii BUKOPUCTOBYETHCS IS
MPOrHO3YBaHHS MAacOBHUX XBWJIb aTaK Ha OCHOBI COIiaibHO-eKOHOMIuHHX (akTopiB, a deep learning
3a0e3nedyye TOYHHMU aHalli3 OKPEMHX IOBIIOMJIEHB, IO JO3BOJISIE CKOPOTUTH Yac BiJ BUSBJICHHS 10
OyokyBaHHS Ha 73% MOPIBHSHO 3 TpaauIliiiHUMU criocobamu 3axucty [6]. [loOymnoBana Monenb Moxe OyTH
BHKOPHCTaHa ISl TIAaHYBaHHS pecypciB cucTeM KibepOesmeku Ta po3poOKH CTpaTeriid mpoTHii GimuHTy 3
ypaxyBaHHSM JHHaAMIKH (DiHAHCOBHX MOKAa3HUKIB.

BucHoBKH

[IpoBenene nocmiKeHHs MIATBEPAMIIO, IO aHAII3 COLiATbHO-EKOHOMIYHUX YHHHHUKIB € KIIOYOBUM IS
MPOTHO3YBaHHS iHTEHCHBHOCTI (immHry. CHIBHHNA MPSMUHA 3B'I30K MK 3a00pPTOBaHICTIO 32 KPEAUTHUMHU
KapTKaMu Ta KiibKicTio atak (r = 0.801) no3BonuB moOyayBaTu perpeciiiny Mozenb, sika mosicHioe 64,2%
nuctepcii naHux. Lle poOuts i1 eheKTUBHMM iHCTPYMEHTOM AJsl CTpATEridHOrO IUIAaHYBaHHS PEcypciB
Kibep3axucTy Ta BUSBICHHS MAaCOBHX XBHJIb 3arPO3.
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