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Anomauin

Y cmammi posenadaromecs neepexmusnocmi pyunoeo 300py Odiacnocmuunoi iHpopmayii 8 mexuiyniti niompumyi
Mepedic yHigepcumemis. [lemanvho onucano po3pobKy ma NPaAKMuyHi aAcnekmu aemoMamu308aHoi cucmemu,
npusHavernoi 0ns onmumizayii yboeo npoyecy. Cucmema, cmeopena 3 suxkopucmanusim Python, FastAPI ma Celery,
iHmeepyemocsi 3 muxem-cucmemoio Zammad Onsi aemomamusayii  i0enmudpikayii kKopucmysaua, OiaeHOCMUKU
Mepedicesux komymamopie uepes SSH ma eenepayii 36imis, ujo 3Ha4Ho NPUCKOpIoe upiuleHHs npoobiem

KurouoBi ciioBa: aBTomMaru3aiiis, TiarHOCTHKA MEpPEeXi, TEXHIYHA MiATpUMKa, 30ip manux, SSH, Python, FastAPI,
Zammad.

Abstract

This paper addresses the inefficiencies of manual diagnostic data collection in university network technical support.
It details the development and practical aspects of an automated system designed to streamline this process. The system,
built with Python, FastAPI, and Celery, integrates with the Zammad ticketing system to automate user identification,
network switch diagnostics via SSH, and report generation, significantly accelerating problem resolution.
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Introduction

Ensuring uninterrupted access to network resources and the prompt resolution of technical problems are
key tasks for the information services of large organizations, particularly universities. At Taras Shevchenko
National University of Kyiv, the efficiency of the technical support service directly impacts the quality of
educational and scientific processes [1]. Current approaches to initial network incident diagnosis
predominantly rely on manual data collection by engineers [2], leading to time delays, human error, and scaling
difficulties. This underscores the urgent need for automated systems to optimize these processes [3]. This work
details such a system, developed to automate the collection of initial diagnostic information. The development
of a comprehensive solution was driven by the limitations of existing standalone methods for network
equipment interaction.

Research results

The proposed solution is a software complex designed for integration into existing support service
workflows, aligning with IT service management standards [4]. Its core is a Python-based backend service
using the FastAPI asynchronous web framework [5] and the Celery distributed task queue system [6] for
efficient request processing. The system automates user identification, determines the relevant network switch,
and establishes a secure SSH connection to execute standardized diagnostic commands [7]. Collected data,
including interface status, error counts, MAC address tables, and cable test results, undergo automatic analysis.



A structured diagnostic report is then generated and immediately transmitted to the Zammad ticketing system,
supplementing the user's request and enabling faster problem resolution by first-line engineers [8].

Data collection via remote terminal (SSH) is central to the system. Python libraries like Netmiko or
Paramiko [7] are utilized to programmatically establish SSH connections. Secure credential management is
achieved by retrieving login information from protected runtime environments. Once connected, the system
executes a sequence of CLI commands (e.g., show interface, show mac address-table) to extract diagnostic
data. The raw text output is parsed, often using regular expressions, into a structured format (like JSON) for
analysis and report generation in Zammad. Robust error handling manages connection timeouts, authentication
failures, and unexpected outputs.

Several standalone methods for network equipment interaction present drawbacks. Direct console
connection, while providing full control, is impractical for automated distributed data collection due to its
physical access requirement. SNMP (Simple Network Management Protocol), an industry standard for
monitoring, allows centralized data collection via MIBs. However, obtaining specific CLI-equivalent
diagnostic details can be complex, and earlier SNMP versions (v1/v2c) have significant security flaws. While
SNMPV3 is more secure, its configuration is more demanding, and it's not universally supported. Thus, SNMP
is often insufficient for in-depth automated diagnostics. Remote terminal access via Telnet and SSH mirrors
manual administration. SSH offers secure, encrypted CLI access [7] and was chosen as the system's base
interaction method. However, a standalone SSH client lacks the comprehensive logic for user identification,
target device determination, dynamic command formation, output parsing, data analysis, and ticketing system
integration provided by the developed system. Telnet is inherently insecure due to its lack of encryption. Many
devices offer a WEB Ul, but these graphical interfaces are highly variable across vendors and models, making
automation via web scraping unstable and maintenance-intensive due to frequent Ul changes with firmware
updates. The most modern approach, REST API, allows standardized programmatic interaction (usually JSON
over HTTP) and is ideal for automation. However, its availability is largely limited to newer equipment from
select vendors and is not yet a universal solution for diverse, existing network infrastructures [9].

Although direct SSH-based automation gathers crucial device-specific diagnostics, data from a single
network switch offers an incomplete perspective on multifaceted network problems. Effective troubleshooting
necessitates a broader context, achieved by augmenting switch data with intelligence from other infrastructure
components. For example, integrating with monitoring tools like Grafana can reveal historical performance
metrics that instantaneous CLI outputs miss. Centralized logs (from Syslog or ELK stacks) may contain
correlated event data, such as device errors or security alerts. Furthermore, network discovery platforms like
NetDisco offer dynamic topology and inventory details vital for assessing the scope and root cause of an issue

Conclusions

The analysis of technical support operations within the university's dormitory network identified significant
inefficiencies in manual diagnostic data collection, primarily concerning time consumption and consistency,
thereby validating the need for automation. A conceptual model and a flexible, modular architecture for an
automated system were developed, designed for integration with existing ITSM tools. Practical
implementation yielded a functional software prototype utilizing a Python, FastAPI, and Celery stack, with
demonstrated Zammad API integration. Laboratory testing confirmed the prototype's operational stability and
its potential for substantial acceleration of the diagnostic process compared to manual methods. The primary
result is a tested software solution, exhibiting scientific novelty in its architectural adaptation to a specific
environment and offering considerable practical value for optimizing support service operations. Enhancing
the automated system to interface with these external data sources is a key direction for future development,
aiming to provide support engineers with richer, more actionable diagnostic insights. Future development may
also focus on expanding diagnostic features and enhancing analytical capabilities.
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