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Abstract

All the countless processes in surrounding world generates a huge stream of information about
their progress. Some of this information can be collected, stored and analyzed for solving some urgent
issues as of all humanity, as of a separate person.

Data collection is one of the key components for all areas of research. Depending on discipline
data collection method may varies, but their goal is almost always the same — capture pure information
that after some processing allows to answer relevant questions.

One of the most urgent nowadays issues is the detection of hidden content in everyday
communication between people. This issue can be solved or significantly simplified by using tools of
Big Data’s gathering, preservation and processing.
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AHoTanisg

MHOXHHA PI3HOMaHITHUX MPOIECIB Yy HABKOJMIIHBOMY CBITI T€HEpYy€e BEJIWYE3HUH MOTIK
iHpopmanii mpo ixHiii mporpec. YacTmHa 1HMX BimomMocTedl Moxke Oytu 3i0paHa, 30epexeHa Ta
[IpOaHai30BaHa [yl BUPIIIEHHS MEBHUX AaKTyaJbHUX IHUTaHb JJIs BChOI'O JIIOJCTBA a00 OKpeMoi
JFOAMHHU.

30ip HaHUX € OJHUM 3 KJIFOYOBHUX KOMIIOHEHTIB JJISl BCIX ramy3ed AOCHIIKEHHS. 3alekKHO Bij
JTUCIUIUIIHA METOJi 300py MaHMX MOKE 3MIHIOBATHCS, ajle X MeTa Maike 3aBXKIM OJHAKOBa —
OTpUMaHHS KIIOYOBOi iHQoOpMaIli, Mo micas Aeskoi oOpoOKH M03BOJSIE BIAMOBICTH Ha BaKIUBI
MTUTAHHS.

OpHiero 3 HaMOUIBII aKTyaJbHUX NPOOJEM ChOTOJHI € BHSBJIEHHS NPHXOBAHOTO 3MICTy B
MOBCSIKJIEHHOMY CIIIJIKYBaHHI MDK JtoapMu. Ll mpoOiema moxe OyTu BupimieHa abo 3HAYHO
CIIPOIIEHA 32 JOIOMOTI' 00 IHCTPYMEHTIB 300py, 30epexkeHHs Ta 00poOku Bennkux Jlanux.

KuarouoBi cioBa: Benuki nani, AHanmi3 TOHajbHOCTI TekcTy, OOpoOka NpUpOJHOI MOBH,
Jupyter Notebook.

Introduction

Data gathering — is the process of gathering and measuring information on targeted variables in
an established system. This process allows to answer relevant questions and evaluate outcomes. Data
collection is one of the key components for all areas of research. Depending on discipline data
collection method may varies, but their goal is almost always the same — capture pure information that
after some processing allows to answer relevant questions [1].

Regardless of the scope of research or the benefits of determining data (quantitative or
qualitative), precise data collection is important for maintaining the integrity of the research. The
selection of appropriate data collection tools (existing, modified or redefined) and a clear definition of
the rules for their proper use reduces the likelihood of errors.

There are numerous amounts of techniques that being used for gathering data. At the same
time, information that being gathered can come from different sources [2].

The ability to collect Big Data about progress of processes opens new perspectives for their
analysis. Because of the analysis, conclusions can be obtained that will help to explore and better
understand the processes, increase the efficiency of resource allocation, and so on. But for the



processing of large volumes of information, in addition to the development of special analytical
software, it is necessary to have the appropriate infrastructure for their preservation, processing and
transmission [3].

To preserve large volumes of data, the infrastructure used for this purpose becomes of
importance. Typically, its development and support require large amount of resources that the average
company or group of researchers cannot afford. The problem lies in both, the lack of disk space and
the architectural incompatibility of traditional storage for tasks of storing, accessing and processing
large volumes of data [4].

The problem of data processing speed is that the data itself is almost useless if it is not
processed quickly enough. For example, the results of data processing for real-time operation should
not be processed longer than time, that required to take certain actions in a real situation.

The problem of data heterogeneity lies in the fact that data can be collected in different ways
and from different sources. It means that it can have different degrees of importance in solving a
problem, as well as require different storage formats.

The problem of data security is that data should not be lost or accessed without of permission to
do that.

The need of large amounts of data processing is not new. While exploring relationships
between the data warehouse and its content, i.e. data, clearly understands that in order to optimize the
processing of a large set of data, data should be processed in parallel. Having broken one large set of
data into several smaller ones and processing them in parallel, overall speed is increasing. For even
greater optimization, large datasets can be stored immediately in parts on distributed file systems or in
a distributed database. This will help to avoid or at least minimize operations at the stage of preparing
information for processing. This will greatly save time required for the overall execution of the
processing process.

Results of research

Most of the information that being collected from various sources using their specific gathering
methods contains some informative data about processes progress. After analysis of this information
obtained results can be used for making decisions about the state of the processes under research.

The statement mentioned above was taken as a basis for the natural language analysis with the
purpose of search of hidden content in it.

Now, there are several methods that can be used to process and analyze text information that
was gathered by recognition of natural language [5].

The most common are:

— Graphematic analysis;

— Morphological analysis;

— Keywords extraction;

— Thematic classification;

— Named entities extraction;

— Retrieving Relationships;

— Tone analysis.

Consider them and analyze the possibility of using them for search of hidden content in
information.

The results of the analysis of the text by one or another method can be used to construct tools
for working with the Big Data model, which will allow to determine with certainty accuracy the fact of
the presence of hidden information in the analyzed text.

Unfortunately, due to the disparity and partial or complete incompatibility between the tools
that implement one or another of the above methods of processing natural text, must be made a choice
of an integrated solution that will find the most complete answer to the problem.

On the role of this solution, due to its architectural features and opportunities for use, might be
used IBM Cloud Platform.



The process of analysis of the text is complex and take place in several stages. To obtain a
comprehensive result, recognized from natural language text must be processed using natural language
processing and tone analysis tools.

Natural language processing process consist of next steps:

— Data gathering and cleaning;

— Definition of key entities in data;

— Data analysis;

— Analysis response saving or transferring.

Tone analysis is slightly different from natural language processing process. It is a process of
analysis of authors’ attitude to a certain thing, process or event, expressed in the text.

By performing natural language processing and text tone analysis and combining their results
together will show about what author is talking about when saying some words, and does these words
mean exactly that, what we used them to mean.

Conclusions

Both, natural language processing and tone analysis processes are complicated, hard and
expensive to implement from scratch. That’s why as a tool for text analysis some parts of IBM Cloud
are used.

IBM Cloud is a provider of services for solving various types of data analysis. It allows to
process necessary natural language and tone analysis with Bid Data in near to real time period,
corresponding to SCV paradigm.

The «Watson developer cloud», one of the parts of IBM Cloud, provides interfaces for low-
level integration with IBM Cloud using APIs.

For the purpose of this work we consider using the Natural Language Understanding and Tone
Analysis tools.

Both, Natural Language Understanding and Text Tone Analysis tools can be accessed using
API and provided for Python developers «Watson developer cloud» module.

The Natural Language Understanding Service performs the processing of a natural language for
the analysis of semantic signs of any text. It can analyze data presented in various forms, such as plain
text, HTML, or data that can be accessed through a common URL. The Natural Language
Understanding tool returns the results for the requested functions that were specified in the API call
[6].

Using the Natural Language Understanding tool, we can analyze the semantic features of the
text recognized as the natural language input, including:

— Categories;

— Concept;

— Emotions;

— Subjects;

—  Keywords;

— Metadata;

— Relations;

— Semantic roles;

—  Mood.

The second service, Tone Analyzer, uses linguistic analysis tools to recognize and identify the
emotional color of the tact and language tones in it. This service can analyze the tone at several levels:
a document, and sentences [7]. The evaluation of the document's tone is a summary estimate of the
tone of the sentences of the text.

This service can be used to understand how written messages are perceived. It can also be used
to study the tone of the object of observational communications. With similarity to Natural Language
Understanding service, Tone Analyzer can work with JSON, plain text, or HTML input that contains
your written content to the service. The service accepts up to 128 KB of text, which is about 1000
sentences.



After processing, service returns JSON results that report the tone of provided in a call input.
Once both services finished text analyze, the results obtained from them are being merged and
send to the Azure DevOps Cloud.
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