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Abstract

Most of the information people perceive in the form of images, their automated analysis is a natural
and very informative way of describing the environment. As the number of sources of obtaining visual
information is rapidly increasing, the task of automated image analysis becomes extremely relevant. The
most effective means of automated decision-making in such classification tasks are artificial neural net-
works, in particular, convolutional neural networks.
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AHoTanis

binpmicts iHGOpMaIii, Ky JTHOIM COPUHUMAIOTh y BUTJIAAL 300paXkeHb, 1X aBTOMAaTH30BaHU aHaJI3 €
NPUPOAHUM 1 JIOCUTH iH(POPMATHBHUM CIIOCOOOM ommcy cepeaoBuina. OCKIIBKM KUTBKICTh DKEpes
OTPUMAaHHsI Bi3yajbHOI 1H(pOpPMAIIl MBUAKO 3pOCTAE, 3aBIaHHS aBTOMAaTH30BAHOTO aHATI3y 300pakKeHb
CTa€ HaA3BUYaHO aKkTyanpHO. Haitbinbi eekTnBHUM 3ac000M aBTOMATH30BAHOTO MPUHHATTS PillICHb
y TakuX 3aBIaHHAX KIacHQikaiii € MTy4HI HEHpOHHI MEpexXi, 30KpeMa, 3ropTajbHi HEHPOHHI MEpexi
TMOOKOTO HAaBYAHHS.

Kuro4oBi ci10Ba: TekcT, po3Mi3HBaHHS, 3ropTajibHa HEHPOHHA Mepexa

Introduction
It is proposed to create a project for recognition text messages from images, which is based on the
use of modern methods of convolutional neural networks of deep learning. Deep learning is also called
hierarchical learning or deep structured learning. The technology received its name because of the fact
that the data passes through several layers of the neural network. The results of one layer operation are
input data for another. This allows the machines to independently learn and create a hierarchical display
of data.

Scientific novelty of the obtained results:

For the first time, a classifier for recognizing the content of a text message through deep machine
learning based on the use of technology of convolutional neural networks, which is based on a
comparative analysis of the frequency of use of each of the set of criteria for the distribution of text
message content, and uses the framework of advanced Caffe machine learning, which increases the
accuracy and the quality of text recognition from the image.

Results of research

Consider the typical structure of the convolutional neural network in more detail. The network con-
sists of a large number of layers. After the initial layer (input image with text message), the signal passes
through a series of convolutional layers, which contain a convolution layer and a sub-sampler layer. Al-
ternating layers allows you to make a "charts" and from the signs of cards, on each next layer the card de-
creases in size, but the number of channels increases. In practice, this means the ability to recognize the

complex hierarchy features.
With the notion of training associated with a lot of activities, it is difficult to provide a clear
definition of this process. Moreover, the learning process depends on the point of view on it. That makes



practically impossible the emergence of any precise definition of this concept. For example, the learning
process from the point of view of a psychologist is fundamentally different from learning from the point
of view of a school teacher. From the position of the neural network, probably, you can use the following
definition:

Training is a process in which the free parameters of the neural network are tuned by simulating the
environment into which this network is built. The type of learning is determined by the way of adjusting
these parameters.

This definition of the learning process of the neural network involves the following sequence of
events:

— The neural network receives stimuli from the external environment.

— As a result of the first paragraph, the free parameters of the neural network are changed.

— After changing the internal structure of the neural network responds to the violation in another
way.

There are two conceptual approaches to training neural networks:

— training a neural network with a teacher assumes that for each input vector from the training set
there is a necessary value of the original vector, called the target. These vectors form a learning pair.
Weights of the network are changed until each input vector receives an acceptable level of deviation of
the source vector from the target;

— training a neural network without a teacher is a much more plausible model of learning from the
point of view of the biological roots of artificial neural networks. The training set consists of only the
input vectors. The algorithm for training the neural network adjusts the weight of the network so that the
agreed output vectors are obtained, that is, the presentation of sufficiently close input vectors yielded the
same outputs. To teach neural networks without a teacher, the signaling method of training Hebb is used.
Figure 1 shown schematic of the neural network training.

Distribution of the signal
Knowledge through the neural network

base

ﬂ X Training is done
Example

= il
choosing Error
i calculation
Weight setup % |

Figure 1 — Schematic of the neural network training.

Mathematically, the learning process can be described in this way. In the process of functioning,
the neural network generates an output signal Y, realizing some function ¥ = G(x). If the network
architecture is specified, then the type of function G is determined by the values of the synaptic weights
and the displaced network. Let the solution of some problem be a function Y = F(x), given input-output
parameters X' Y, (X% Y2, ..., (X", Y™, for which Y, = F(Xk) with what (k =12,..., n)

The software for the task of recognition was developed in the package for Matlab R2016b ap-
plications using the Deep Learning toolbox. A classifier developed on the basis of a convolutional neural



network was trained in images from the California University of Technology. This university is one of the
most cited in the used collection of images collected from well-known brands and trends.

It was found that the probability of text recognition from the image is more than 96%. The results
of the recognition can be seen in figure 2.
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Figure 2 — Recognize text from a downloaded image

Conclusions
The proposed information system should have a high probability of recognizing the text messages
in comparison with known software solutions. The developed mathematical-statistical analysis should
describe the work of the information system in full.

References

1. bicikano O.B. Bu3HaueHHs1 3MiCTOBHUX O3HAK TEKCTY HAa OCHOBI aHaJli3y 3B’S3KIB MK JIEKCHUHUMHU
omuuutsmu / O.B. bicikano, A.l. Jlicosenko, O.B. SIxumoBuu, C.C. Tpauenko // Bicauk HTY «XIID».
Cepisi: MexaHiKo-TexHOJOTI4HI cucTtemMu Ta komruiekcu. — X: HTY «XTIID», — 2015. — Ne 21 (1130). — C.
83—-89. — Biomiorp.: 10 Ha3s. — ISSN 2411-2798.

2. Cy660rin C.O. 3ropranbHa HelipoHHA Mepexa SK MapajJurma Juis peanizauii TeXHOIOTii MUO0KOro
napyanHs / C.O. Cy660tiH, A.O. Omiitauk, O.1O. biarogapros. — 3HTY, 2015. — 1c.

3. bukoB M.M. Merox HOpmamizauii TpUBAjOCTI 3BY4YaHHS HapoJbHUX (pa3 Al CUCTEMH
posmizHaBanHa MoBIiB / M.M. bukos, B.B. KoBryn, A. Paimi ; Han. Yu-T «BiHHUIIbKMI HaIlOHATBHUN
TEeXHIYHUHN yHiBepcuTeT». — Binauus : Bun-Bo Han. YH-Ty «BiHHMIBKHI HalllOHAIBHUN TEXHIYHHMA
yHiBepcute», 2015. [Enexrponnuit pecypc]: Indopmauiiinuii nopran. Pexxum noctymy: http://ir.lib.vn-
tu.edu.ua/handle/123456789/3585?1ocale-attribute=en .

Maksymov Oleksii O. — student of the group 3ACIT-17m, control computer system department, Vinnytsia
national technical university.

Supervisor — Bisikalo Oleg V. — Dr. of Sci., professor, Dean of the Faculty of Computer Systems and
Automatics, Vinnytsia national technical university.

Makcumon Omnekciit OnekciioBud — ctyaeHT rpymu 3AKIT-17wm, kadeapa koM’ FOTEPHUX CUCTEM yIIPaB-
TiHHS, BIHHUIBPKUN HAI[IOHATEHUN TEXHIYHUIA YHIBEPCUTET.

Hayxkoswii kepiBHuK — bicikano Oner BonogumMupoBrud — JOKTOpP TEXHIYHUX HAYK, Tpodecop, AekaH ¢a-
KYJIbTETY KOMIT FOTEPHUX CUCTEM Ta aBTOMATUKU, BIHHUILKUI HalllOHAILHUI TEXHIUYHWIA YHIBEPCUTET.


http://ir.lib.vntu.edu.ua/handle/123456789/3585?locale-attribute=en
http://ir.lib.vntu.edu.ua/handle/123456789/3585?locale-attribute=en

